The internet is fine
I’'m on Facebook
right now!

A discussion on how networking in support of
data intensive research is not at all the same
as networking for general use.

Virtual Residency Introductory Workshop 2022
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Lets learn some networking!
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Ladies _ancf gentlemen, I’d like to present
toyou - the Internet!




Will this make me A
Network Engineer?
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Host
layers

Media
layers

Networking 101

Layer

74

Application

Presentation

Session

Transport

Network
Data link

Physical

Protocol data unit
(PDU)

Data

Segment, Datagram

Packet
Frame

Bit, Symbol

Function(23]

High-level APIs, including resource sharing, remote file access

Translation of data between a networking service and an application; including character encoding, data compression
and encryption/decryption

Managing communication sessions, i.e., continuous exchange of information in the form of multiple back-and-forth
transmissions between two nodes

Reliable transmission of data segments between points on a network, including segmentation, acknowledgement and
multiplexing

Structuring and managing a multi-node network, including addressing, routing and traffic control
Transmission of data frames between two nodes connected by a physical layer

Transmission and reception of raw bit streams over a physical medium

https://en.wikipedia.org/wiki/OSI_model
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Flrewall
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ereless access point Router

File server PC PC IP phone IP phone

Laptop Laptop Wireless printer Smartphone

3 | Network Packet Structuring and managing a multi-node network, including addressing, routing and traffic control

2 Data link Frame

Media :
Transmission of data frames between two nodes connected by a physical layer

layers




Networking 101
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Transmission of data frames between two nodes connected by a physical layer




Networking 101 S

Flrewall

ereless access point Router Switch
File server PC PC IP phone IP phone

Laptop Laptop Wireless printer Smartphone

3 | Network Packet Structuring and managing a multi-node network, including addressing, routing and traffic control

2 Data link Frame

Media
layers

Transmission of data frames between two nodes connected by a physical layer




Networking 101
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Server:

IP: 192.168.1.10

MAC: 00-07-E9-65-F5-43
IP: 192.168.1.8

MAC: 00-07-E9-A6-F2-53
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Networking 101
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Networking 101

THREE - WAY HANDSHAKE (TCP)

(1) SYN

(2) SYN/ACK

(3) ACK

SYN = SYNCHRONIZATION ACK = ACKNOWLEDGEMENT



Networking 101

What are IP & TCP?

The Internet Protocol (IP) is the address system of the Internet and has the core function of delivering

packets of information from a source device to a target device. IP is the primary way in which network
connections are made, and it establishes the basis of the Internet.

IP does not handle packet ordering or error checking. Such functionality requires another protocol,

typically TCP.

208.130.29.33

=

1010000.10000010.000111
MCI

01.00100001

208.128.0.0/11
Automation Research Systems

208.130.28.0/22
ARS Public Servers

208.130.29.0/24

www.freesoft.org

208.130.29.33/32

Cd

IPv4 address in dotted-decimal notation

172 . 16 .254 . 1
\ 4 \ 4 \ 4 \ 4

10101100.00010000.11111110.00000001

l | | ]
! I

8 bits

I ]
32 bits (4 bytes)

https://www.cloudflare.com/learning/ddos/glossary/tcp-ip/



Networking 101

The TCP/IP relationship is similar to sending someone a message written on a puzzle through the mail. The
message is written down and the puzzle is broken into pieces. Each piece then can travel through a different
postal route, some of which take longer than others. When the puzzle pieces arrive after traversing their
different paths, the pieces may be out of order. The Internet Protocol makes sure the pieces arrive at their
destination address. The TCP protocol can be thought of as the puzzle assembler on the other side who puts
the pieces together in the right order, asks for missing pieces to be resent, and lets the sender know the puzzle
has been received. TCP maintains the connection with the sender from before the first puzzle piece is sent to

after the fi
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https://www.cloudflare.com/learning/ddos/glossary/tcp-ip/



A history lesson — how did we get here?
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ARPANET LOGICAL MAP, MARCH 1977
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The goal was to exploit new computer technologies to meet the needs of military command and control against
nuclear threats, achieve survivable control of US nuclear forces, and improve military tactical and management
decision making. Stephen J.

asik

Lukasik, Stephen J. (2011). "Why the Arpanet Was Built". IEEE Annals of the History of Computing. 33 (3): 4—20. doi:10.1109/MAHC.2010.11



https://en.wikipedia.org/wiki/Digital_object_identifier
https://doi.org/10.1109%2FMAHC.2010.11

A history lesson — how did we get here?

* Survivable

* Resilient

* Decentralized
* Fault tolerant



Why this works well for the “internet”

Think “lots of little”
7 N f

e Decentralized E~

* Fault tolerant
* Delay not problem for most

* Precision not required

* Consume vs publish

* CDN (Content Delivery Network)
* Profit!



Why this does not work well for research
data

e Decentralized
* Not Fault tolerant
* Delay et is problem for most

Think “fewer large”

* Precision #et is required

* Consume vs publish
~CBNH{ContentBeliveryNetworld
~Profitt




The big three...

* Packet loss

» Latency (or RTT -Round Trip Time)

e Buffer/window size
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Networking 101

The TCP/IP relationship is similar to sending someone a message written on a puzzle through the mail. The
message is written down and the puzzle is broken into pieces. Each piece then can travel through a different
postal route, some of which take longer than others. When the puzzle pieces arrive after traversing their
different paths, the pieces may be out of order. The Internet Protocol makes sure the pieces arrive at their
destination address. The TCP protocol can be thought of as the puzzle assembler on the other side who puts
the pieces together in the right order, asks for missing pieces to be resent, and lets the sender know the puzzle
has been received. TCP maintains the connection with the sender from before the first puzzle piece is sent to

after the fi
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https://www.cloudflare.com/learning/ddos/glossary/tcp-ip/



The big three...

* Packet loss

When TCP encounters packet loss, it backs off on its sending rate. The mechanism for doing this is
to reduce the sender's notion of the window so that it attempts to send less data. TCP then ramps
its sending rate back up again, in hopes that the loss was transitory.

When TCP encounters loss, it has to recover - but it starts with a small window and opens it back
up again over time. The longer the latency, the longer the control loop is for doing this. So, all

other things being equal, the time necessary for a TCP connection to recover from loss goes up as
the round-trip time goes up.

This is a case where things are a lot better now than they were for
many years....algorithms such as htcp and cubic are much more

aggressive about ramping back up again than the old scheme (TCP
Reno).



The big three...

e Buffer/window size

Buffer and window size determine both the amount of data that the kernel will keep in buffers
for the connection, and the "window" that is advertised over the TCP connection (the window
information sent via TCP reflects the size of the available buffers). The larger the window, the
more data can be in flight between the two hosts. Note that if the window is smaller than the
available bandwidth multiplied by the latency ( the Bandwidth Delay Product) then the sender
will send a full window of data and then sit and wait for the receiver to acknowledge the data.



The big three...

e Buffer/window size

Large windows are required for adequate throughput when latency is large (anything over about 10
milliseconds starts becoming an issue, and 20+ milliseconds is where it gets really tricky). When the
window is large, TCP can send a lot of data all at once.

The network card typically doesn't know or care about TCP. The network card just knows that when
there are packets to send, it throws packets onto the link until it doesn't have packets to send. This
happens at whatever link speed the card is configured for, e.g. 10Gbps.

So, if the TCP window is 4MB, TCP will pass 4MB of data to the network card, and the network card
will slam it onto the link at 10Gbps. This means that every device in the path between the sender
and the receiver sees a high-speed burst of packets. If there are any buffering or queuing problems
anywhere on the path, some of those packets will be dropped, causing TCP to back off.

Thus packet
loss...



The big three...
 Latency (or RTT -Round Trip Time)

Latency/RTT is the amount of time it takes for a packet to go from the sender to the receiver and
back (a "round trip"). This is the minimum amount of time for one host to get information back
from the other host about data that was sent.



The big three...

All together

NOW...
Since the TCP windows are much smaller for low-latency connections, these issues often are not
noticed at low latencies. If the packet loss is due to random error (e.g. dirty fiber, marginal optics,
longer-than-spec cable length) then there will be a bit of loss here and there, and with low latency
TCP will recover so quickly that people typically won't notice a performance hit. If there are small
switch buffers in the path, they typically don't cause loss for low-latency connections, because TCP is
not sending big enough bursts to cause loss. However, if you use the same infrastructure to send
data to a host a long way away, you will see dramatic performance degradation. In the case of
random error, TCP will always be recovery mode, and so will always have a small window. In the
case of small buffers, TCP will ramp up, encounter loss, reduce its window, ramp up again, and so
on - so TCP will effectively always have a small window and perform poorly.



https://fasterdata.es.net/network-tuning/tcp-issues-explained/packet-loss/

The big three...

Throughput vs. increasing latency on a 10Gb/s link with 0.0046% packet loss
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MTU & Jumbo frames

Jumbo frames are Ethernet frames with more than 1500 bytes of payload, the limit set by
the IEEE 802.3 standard.

Jumbo frames can carry up to 9000 bytes of payload

Preamble

SFD

Destination
MAC
Address

Source
MAC
Address

EtherType

Payload

FCS




Lets talk about using protection...



Lets talk about using protection...
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* Firewalls
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- Cumulative Percentage
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Consumer Financial Protection Bureau: Consumer Complaints

What works for the 95% does not necessarily

work for all...
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Commodity networks

Th d . o
€ 800 YOU Tube R

e Great for “normal” traffic
* Resilient by design

g

e Can move lots of “small” things moving arouna
* Great if what you are doing is accessing/and on a CDN (Content Delivery Network)

* Available almost everywhere
The not so good w ZOOI l I

* Not at all optimized for large flows

Can be very expensive at scale

Often sub optimal routing and peering for point to point research trattic
Throttling , queuing, traffic shaping destroy throughput (and “they” don’t care)
Commodity networks assume, and are designed for, “lots of small stuff”

High speeds are not always available, or cost effective (10G, 40G, 100G)
If you have issues, good luck getting help




Take the sloth and the giraffe...

Each are extremely efferent at consuming
leaves...



But that does not
make them
interchangeable...




The solution!

Networks designed, built and operated by and for the
research community



Lets think
about
networks of
networks
connecting to
networks of
networks...

https://www.opte.org/the-internet
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REANNZ INTERNATIONAL NETWORK

* Pacific Wave peering in Seattle

* Connection in Hawaii with UoH

* AARNet peering in Sydney

* GOREX peering in Guam

* Direct peering with providers and with other NRENs
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GOREX: Guam Open Research & Education eXchange
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National Networks (US)
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Internet2 Network Connections

| PGP (Pacifc N Smest GigaPOP) internet2.edu/connectors 11.2020

Nov ada System of Hogher Educaticn—System Offce
| Las Yegas/Rens o”

Q Connector Site (L2/L3)
Connection
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CiyVemy2 ~—— First/second port city



ESnet

ENERGY SCIENCES NETWORK

* Department of Energy Office of Science National Labs

Ames
ANL
BNL
FNAL
JLAB

Ames Laboratory (Ames, LA)

Argonne National Laboratory (Argonne, IL)

Braakhaven National Laboratory (Upton, NY)

Fermi Natlona! Accelerator Laboratory (Batavia, IL)

Thomas Jefferson Natlonal Accalerator Facility (Newport News, VA)

Lawrance Berkeley National Laboratory (Berkeley, CA)
Oak Ridge Nationsa! Labaratory (Oak Ridge. TN}

Pacific Northwest National Laboratory (Richland, WA)
Princaton Plasma Physics Laboratory (Princeton, NJ)
SLAC Natlonal Accalerator Laboratory (Menlo Park, CA)
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Perth

[ ] Major Capital City Nodes
° Key Regional Sites
AARNet Network
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Sydney
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State/regional networks Charter

aka "yourlsp” COMMUNICATIONS
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Local networks

&9 Lincoln
University & ¥ MASREY

AL
Te Whare Wanaka o Aoraki "

AOTEAROA+ NEW ZEALAND
UNIVERSITY OF NEW ZEALAND

THE UNIVERSITY OF

AUCKLAND

Te Whare Wananga o Tamaki Makaurau
NEW ZEALAND

AU

UNIVERSITY

TE KUNENGA KI PUREHUROA

New Zealand's specialist land-based university

<) |

)

;; TE WHARE V:IANANGA o
OTAGO o AWANUIARANGI

POLYTECHNIC

EASTERN INSTITUTE OF TECHNOLOGY

INSTITUTE OF TECHNOLOGY
T A MEAVKERE PUAMENRR G )

AUCKLAND WAR MEMORIAL MUSEUM

WelTec

COL

UNIVERSAL COLLEGE OF LEARNING
Te Pae Matauranga Ki Te Ao

Unitec

Institute of Technology

TE WHARE WANANGA O WAIRAKA

Wellington Institute of Technology

U

LANDCARE RESEARCH
MANAAKI WHENUA

CAWTHRON

INSTITUTE MALAGHAN

INSTITUTE

OF MEDICAL RESEARCH

VICTORIA

UNIVERSITY UNIVERSITY OF WELLINGTON

OTAGO

THE UNIVERSITY OF

WAIKATO

UCw
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UNIVERSITY OF . .
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Te Whare Wananga o Waitaha
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Plant & Food
RESEARCH

RANGAHAU AHUMARA KAI

—NIWA_—

Taihoro Nukurangi

& SCIon

FORESTS = PRODUCTS = INNOVATION
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PACIFIC EDGE &
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Callaghaninnovation

Whitireia
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The local area network — spoiled for choice

* LAN networks are like
Legos — no wrong way to
build them (sort of)

* Minefield of equipment

* Random security
systems
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What’s the deal with DMZs?
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What makes up an university network?



What makes up an university network?

Student Business
S 10T



What makes up an university network?

=

Student Business Research and teaching
S 10T



What makes up an university network?

Student Business Research and teaching Enterpris

S 10T e

systems
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What makes up an university network?

systems




The university enterprise network...
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The university enterprise network...

“internet connection”



The university enterprise network...

“Firewall”
£ | RN | T — A_
1 If  S— Sy IIJ_ = L 86T e . ¥ e
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“internet connection”



The university enterprise network...

IT security team

“Firewall”
£ | RN | T — A_
- If L] = . IIJ_ — =L i T - ¥ ===
st T 77 77 77T — i s i ‘1 . E— | | .

llWANI’



The academic network...

Bureaucracy IT security team
(aka “Paperwork”)

\ “Firewall”

s D AT N G S S SN SR R i — : 0 ey
o o oy S S S S " 2 — == j \1 & S : t L1

“internet connection”



CAUTION

ANMIIGIES AIIH\II

PROTECTIVE HEADGEAR MUST BE WORN IN 'I'IIIS AREA




Computational Research, an analogy...

Computational Research Velociraptor



Computational Research, an analogy...

112

Computational Research Velociraptor



Computational Research, an analogy...

Irrefutable proof the analogy is valid...



Computational Research, an analogy...




Computational Research, an analogy...




Computational Research, an analogy...

Agile

Moves Rapidly



Computational Research, an analogy...

Agile

Moves Rapidly

More Effective
In Groups



Computational Research, an analogy...

Agile

Moves Rapidly

More Effective
In Groups

Consumes All
Available Resources



Computational Research, an analogy...

Agile

Moves Rapidly

More Effective
In Groups

Consumes All
Available Resources

Cool



Computational Research, an analogy...

Agile
Moves Rapidly

More Effective

In Groups

Is not reptile Is reptile
Consumes All

Available Resources

Cool



When Computational Science Meets Traditional Networks




When Computational Science Meets Traditional Networks
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Pardon me
good sirs...




When Computational Science Meets Traditional Networks




When Computational Science Meets Traditional Networks
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| have some
important research
data...



When Computational Science Meets Traditional Networks

...that is highly important to myself, the educational
community, and all of mankind as a whole. It is
imperative that this data be reasonably secured; yet,

available to my research peers. The datasets are rather
large, and they may need to be shared across institutions.



When Computational Science Meets Traditional Networks

Would it be possible to place this in a secure,
reliable, flexible, accessible, as well as high
performing infrastructure?



When Computational Science Meets Traditional Networks




When Computational Science Meets Traditional Networks

Lemme e ——
check...

| AR | ] I )
L2 A S S P o B
S S | T = T =




When Computational Science Meets Traditional Networks




When Computational Science Meets Traditional Networks

Yo!
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When Computational Science Meets Traditional Networks

Gotta guy here.
Says he needs
stuff.
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When Computational Science Meets Traditional Networks

What kinda
stuff?

SRS | ] )
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When Computational Science Meets Traditional Networks

Something about data
and connectivity

- | SEE | I T —
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I S SN SR ey T, x e




When Computational Science Meets Traditional Networks

We do that!
Send ‘em in.
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When Computational Science Meets Traditional Networks




When Computational Science Meets Traditional Networks

ROAR!!!



When Computational Science Meets Traditional Networks




When Computational Science Meets Traditional Networks

AHHHH!!

oy
Y



When Computational Science Meets Traditional Networks

THE
INHUMANITY !

AHHHH!!
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When Computational Science Meets Traditional Networks

THE

AHHHH!!

Ye gads! INHUMANITY !
——— e =y
A o o =
HOM!
NOM!

NOM!



When Computational Science Meets Traditional Networks

OBSERVATION: The requirements of the
computational researcher and the service profile
of the traditional campus computer network (or
other “"commodity” networks) do not always
align!




When Computational Science Meets Commercial Commodity Networks




When Computational Science Meets Commercial Commodity Networks

On second thought,
how much money yah
gots and how may friends
do you have | can eat, um,
| mean meet?



When Computational Science Meets Traditional Networks

This can result in adverse consequences:

® Network performance issues for the researcher
® Network performance issues for everyone else
@® Frustration for the researcher

@® Frustration for IT staff




When Computational Science Meets Traditional Networks

Sigh. | guess
cancer cures can
wait.




When Computational Science Meets Traditional Networks

But how do we overcome this? /
can’t stop my research just
because the network can’t keep
up! Being able to collaborate is
absolutely necessary!




Specialty networks to the rescue!

* Both internally to your organization and externally
*Science DMZ is an example of a specialty network

Border Router

106G

WAN 4) Routed ?
Clean, r )
High-bandwidth Site / Campus
path to/from access to Science
WAN DMZ resources
[ N, 06
| perfS@®NAR Virtush Gitouit
10

Dedicated
path for virtual
circuit traffic

High performance
Data Transfer Node
with high-speed storage

Per-service

security policy

control points

-8

Site/Campus
Virtual Circuits

» Science DMZ
/i Switch/Router

Enterprise Border
Router/Firewall

Site / Campus

{ PerfSONAR |

High Latency WAN Path

High Latency VC Path



Does everyone need one?




Different SciDMZ architectures

* Brute force method

* Apply money method

* Help me help you method
* Get fancy method

* Special snowflake method
* Come to me method
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Apply money...

* Full hardware designs
* Sometimes just to the buildings

* Sometimes all the way to the
jacks

* Sustainability issues
* Bang for buck issues
* Loop anyone?

You expect me to
fund what? Some
kind of tubes?



-
Help me help you..

* Replacement of border routers
with more powerful boxes

* Often a L2 switch in a central
location

* Good starting point

DMZ Switch

HELP ME

* |s the science driver located where
the DMZ is?

 What about the labs?
* Only a start

HELP YOU




Get fancy...

Virtualize all the things

VRF or other such segmentation of existing
network gear

At its most basic — VLANSs
Low cost — as sustainable as the network is

~—Canbe-is complex

* WIll IT set this up in a reasonable amount of
time?

* Congestion still an issue for large flows
* More readily sustainable




Special snowflake
method...

* Unique design

* Can be overly complex

* Will IT set thisup ina
reasonable amount of time?

e |s it sustainable?

e Supporting research or doing
research?

Ice ages have not

gone well for my
kind...



Come to me method...
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* Centralization! A
* Less hardware and complexity _ (

* Must have trust g

-« Wil his up | DA - .
reasonable amount of time? L E.QMETEKNOW THEM_
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e |s it sustainable?
e Start with one
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& i:D File Manager pancts el o D

[ﬁ Collection = ESnet Read-Only Test DTN at CERN QX . Q_ Search

FILE MANAGER

R Path  /datal/ H

BOOKMARKS

Transfer & Timer Options

Yy  100G.dat
L_J 4/28/2016, 06:00 AM 100 GB
Transfer or Sync to... \ Search for a collection to begin
Y 100M.dat
L_J 4/28/2016, 06:00 AM 100 MB

Get started by taking a short tour.

Yy 10G.dat
L  4/28/2016, 06:00 AM 10 GB

Y  10M.dat
L) 4/28/2016, 06:00AM 10 MB

Y 1G.dat
L 4/28/2016, 06:00 AM 1GB

Y 1M.dat
) 4/28/2016, 06:00AM  1MB

Y  500G.dat
L) 4/28/2016, 06:08 AM 500 GB

ENNCGR-in-larna-filac



SEARCH... % | %% SHARE

https://fasterdata.es.net/

ESnet

ENERGY SCIENCES NETWORK

# | HOST TUNING NETWORK TUNING SCIENCE DMZ DATA TRANSFER NODES DATA TRANSFER TOOLS PERFORMANCE TESTING NSF DOCS

Linux Tuning

100G Host Tuning

ESnet Fasterdata Knowledge Base |
TCP Tuning

An Expert Guide for End-to-End Performance Tuning, Tools and Techniques Network
Troubleshooting

The Fasterdata Knowledge Base provides proven, operationally sound methods for troubleshooting and solving
performance issues. Since 1986 ESnet has operated an advanced research network with the goal of enabling the highest

levels of performance for the Department of Energy (DOE) scientific community. During this time, our engineers have els
identified a common set of issues that hinder performance. We share our experiences and findings in this knowledge base. Techniques
Our solutions fall into five categories: Science DMZ

o Network Architecture, including the Science DMZ model Architecture

o Host Tunin
nost uning Data Transfer Nodes

o

Network Tuning
Data Transfer Tools

o

Data Transfer Tools

o Network Performance Testing Data Transfer Tools Overview

How long should it take to transfer a TeraByte of data across your network? It is probably less time than you think. Check out Globus
our performance expectations guide.

NSF Info
NSF International Research
Want to contribute material or know of something that should be on the site? Send an email to fasterdata@es.net. and Education Network

For Engineers For Scientists

e e A T I e S



Weak links break file transfers...

* Know your provider and leverage them for help!
* Use https://fasterdata.es.net/

* Networ
* Networ
* Networ

ks come in many shapes and sizes
KS interconnect to make more networks

ks get exponentially complex the more connections you have

If your data has to transit it - its “your” network!
You need to know who to go to for help!



Thank you for your time today!

Wallace A. Chase

Head of Department, ITS
wallace.chase@otago.ac.nz
@bmtfr
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