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This talk will 
(briefly) cover

• NSF/XSEDE Systems: Stampede2, Bridges2, 
Comet, Expanse, Jetstream(2), Frontera

• Open Science Grid (OSG)
• Science Gateways
• NERSC: Cori and Perlmutter
• ESnet and EPOC
• Internet2
• International Orgs: GEANT, Compute Canada, 

PRACE
• Tools: Globus, XDMod, Spack, Open 

OnDemand, ask.ci



But first…

This talk will NOT cover:
• NSF Comet, Voyager, Ookami, Neocortex, 

Darwin, Delta, KYRIC, Anvil, CloudLab, 
Chameleon, and CloudBank

• NIH resources such as BioWulf
• Commercial Cloud
• Regional Networks and The Quilt

Only because of:
1. Time
2. Availability



About XSEDE 
allocations



Stampede2
The Flagship Supercomputer of XSEDE



Stampede2: 
Everything’s 
Bigger in 
Texas

Brought online in 2017

Largest XSEDE system (and largest 
university-based system at the time)

18 petaflops of peak performance

Successfully launched 350,000MPI tasks 
in a single job



Stampede2: 
Everything’s 
Bigger in 
Texas

4,200 Intel Knights Landing nodes, each 
with 68 cores, 96GB of DDR RAM, and 
16GB of high speed MCDRAM

1,736 Intel Xeon Skylake nodes, each 
with 48 cores and 192GB of RAM

100 Gb/sec Intel Omni-Path network 
with a fat tree topology employing six 
core switches



Stampede2: 
Everything’s 
Bigger in 
Texas

Case in point: Successfully launched 
350,000MPI tasks in a single job

Stampede2 is intended primarily for 
parallel applications scalable to tens of 
thousands of cores, as well as general 
purpose and throughput computing. 



Empowering New Research 
Communities, Bringing Together HPC, 
AI, and Big Data



At a Glance

Launched in March 2021
28,628 CPU cores 
64 NVIDIA P100 GPUs
32 K80 dual GPUs 
100TB, 9M IOPs flash array

10PB persistent storage
7.3PB temporary storage
274TB memory



One System, many modalities

Regular Memory (128GB)
Large Memory (3TB)
Insane Extreme Memory (12TB) 😲
VMs
Containers
AI Frameworks
Interactivity
Web / Application Servers / Gateways
Database Servers



Memory 
Intensive 
Applications

de novo and metagenome sequence assembly

graph analytics

large in-memory databases

machine learning applications

large-memory applications written in threaded languages

bioinformatics

causal analysis

machine learning

graph analytics



Interactivity
• Interactivity is the feature most frequently 

requested by nontraditional HPC communities. 

• Interactivity provides immediate feedback for 
doing exploratory
data analytics and testing hypotheses. 

• Bridges2 offers interactivity through a 
combination of shared, dedicated, and persistent 
resources to maximize availability while 
accommodating diverse needs.

• Provides languages and environments that users 
already know: High-Productivity Programming



Shared, 
dedicated,  
and 
persistent

Dedicated database nodes power 
persistent relational and NoSQL databases 

Dedicated web server nodes 

OpenStack, KVM, Singularity

Persistent community data collections: e.g. 
BLAST, ImageNet



EXPANSE



EXPANSE



COMPOSABLE



A NATIONAL SCIENCE AND 
ENGINEERING CLOUD



All cloud 
all the time

For the researcher needing a handful of 
cores on demand as well as for software 
creators and researchers needing to 
create their own customized virtual 
machine environments. Jetstream is 
accessible ONLY via web interface.









Real 
screenshot 
from real 
iPad



Jetstream2 coming soon!



FRONTERA – LEADERSHIP CLASS 
COMPUTING





ALLOCATIONS 
ARE 
DIFFERENT



THE NATIONAL ENERGY RESEARCH 
SCIENTIFIC COMPUTING CENTER



The National Energy Research 
Scientific Computing Center 
(NERSC) is the primary scientific 
computing facility for the Office of 
Science in the U.S. Department of 
Energy.

All research projects that are funded by the DOE 
Office of Science and require high performance 
computing support are eligible to apply to use 
NERSC resources. Projects that are not funded 
by the DOE Office of Science, but that conduct 
research that supports the Office of Science 
mission may also apply.

http://science.energy.gov/
http://energy.gov/
https://www.nersc.gov/users/accounts/allocations/request-form/




COMING 
SOON



ALLOCATIONS 
ARE 
DIFFERENT



The DOE 
Energy 
Sciences 
Network

ESnet provides the high-bandwidth, reliable 
connections that link scientists at national 
laboratories, universities, and other 
research institutions. Funded by the DOE 
Office of Science, ESnet is managed and 
operated by the Scientific Networking 
Division at Lawrence Berkeley National 
Laboratory.



Network 
Performance 
Knowledge 
Base



Engagement and 
Performance 
Operations 
Center (EOPC)

https://epoc.global

Established in 2018 with funding from NSF

Collaboration of Indiana U and U.S. DOE Energy 
Sciences Network (ES.net)

https://epoc.global/


Engagement and 
Performance 
Operations 
Center (EOPC)

EPOC provides researchers with a holistic set of 
tools and services needed to debug 
performance issues and enable reliable and 
robust data transfers. 

Roadside Assistance and consultation via a coordinated Operations Center to 
resolve network performance problems with end-to-end data transfers 
reactively

Application Deep Dive to work more closely with application communities to 
understand full workflows for diverse research teams in order to evaluate 
bottlenecks and potential capacity issues

Network Analysis enabled by the NetSage monitoring suite to proactively 
discover and resolve performance issues

Provision of managed data services via support through the IU GlobalNOC and 
our Regional Network Partners

Coordinated Training to ensure effective use of network tools and science 
support



A not-for-profit US computer networking consortium led by 
members from the research and education communities, 
industry, and government.





A National, Distributed Computing Partnership for Data-Intensive Research



Submit 
locally, 
compute 
globally

OSG Consortium 
founded in 2004

Created to facilitate 
data analysis from the 
Large Hadron Collider

Lends itself well to 
(High) Throughput 

Computing

Consists of over 25,000 
computers with over 

43,000 processors

Funded by DOE as well 
as NSF

Employs the HTCondor 
software platform



How does it work?



How distributed is it (as of 2018…)?



SCIENCE GATEWAYS COMMUNITY INSTITUTE: CONNECTING PEOPLE AND 
RESOURCES TO ACCELERATE DISCOVERY BY EMPOWERING THE SCIENCE 
GATEWAY COMMUNITY 



Gateways

• Science Gateways simplify access to 
computing resources by hiding 
infrastructure complexities.

• Science Gateways provide higher level 
user interface for XSEDE resources that are 
tailored to specific scientific communities.

• A Science Gateway is a community-
developed set of tools, applications, and 
data that are integrated via a portal or a 
suite of applications, usually in a graphical 
user interface, that is further customized to 
meet the needs of a specific community.



There are a 
lot of them.







(Some) International Organizations

• The Partnership for Advanced Computing in Europe 
(PRACE) enables high-impact scientific discovery and 
engineering research and development across all 
disciplines by offering world class computing and data 
management resources and services.

• G É ANT: the pan-European data network for the 
research and education community.

• Compute Canada leads the acceleration of research 
and innovation by deploying state-of-the-art advanced 
research computing (ARC) systems, storage and 
software solutions for Canadian researchers and their 
collaborators in all academic and industrial sectors.



Tools
• Globus
• XDMoD
• Open OnDemand
• Spack



Ask.Cyberinfrastructure.org
https://ask.ci

Public, searchable, archived Q&A 
platform for Research 
Computing

Joint project of Northeast 
Cyberteam Initiative at MGHPCC 
and Campus Champions

https://ask.ci/


• Research Computing questions 
benefit from discussion, not always just 
one answer.

• Sites like Stack Exchange are dominated by 
the much larger enterprise IT sector.
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