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* EPSCOR: ESTABLISHED PROGRAM FOR STIMULATING COMPETITIVE RESEARCH

* BREE: BASIN RESILIENCE TO EXTREME EVENTS

VERMONT EPSCOR BREE PROJECT

== BREE

‘ Basin Resilience to
Extreme Events
5 YEAR GRANT (ENTERING 5TH YEAR) i the Lake Champlain Basin

INVESTIGATING EFFECTS OF CLIMATE CHANGE, WEATHER, AND LANDUSE CHANGES ON THE STRENGTH AND FREQUENCY OF TOXIC
ALGAE BLOOMS IN LAKE CHAMPLAIN

SCIENCE LEADS, POSTDOCS, AND GRADUATE STUDENTS MODEL GOVERNMENT NETWORKING, ECONOMIC FORECASTS, LANDUSE BEST
PRACTICES, CLIMATE PREDICTIONS, WEATHER CYCLES, HYDROLOGY, AND LAKE DYNAMICS

WATERSHED INSTRUMENTATION AND NATIONAL DATABASES PROVIDE HISTORICAL DATA FOR USE IN CALIBRATION
ALL MODELS COMBINED INTO AN IAM (INTEGRATED ASSESSMENT MODEL) TO EXPLORE THE SCENARIOS DATASPACE
IAM RUN ON A COMBINATION OF LOCAL RESOURCES AND THE CHEYENNE PETAFLOP HPC COMPLEX

OVER 50 PEOPLE INVOLVED IN RESEARCH, SUPPORT, AND ADMINISTRATION

GRANT: NSF OIA 1556770
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BREE COMPUTATIONAL COMPONENTS

Regional Climate

Weather Research and Forecasting (WRF)

MODELED IN DIVERSE LANGUAGES AND ENVIRONMENTS
* JAVA, C++, R, PYTHON, FORTRAN

r 3

4

¢ ANYLOGIC, MASON, FLAME,
 RHESSYS, SWAT, RCA /EFDC, AEM3D, WRF

Land Use Land Cover Change
Agent based model in FLAME

Biome-BGC

Watershed Biogeochemistry

r 3

A 4 \ 4

LOCAL DEVELOPMENT RESOURCES v v

' 3

Y

O LINUX REDHAT WORKSTATION General ez:uci'l?l?rrir::\ analysis
* NVIDIA DGX-1 FOR GPU ACCELERATION

Governance
Governance network
agent based model <

7 3

Hydrology
Regional Hydro-Ecologic
Simulation System (RHESSys)

model (GEAM)
e GITLAB, RSTUDIO, VSCODE

WORKFLOW EXECUTED BY FRAMEWORK, DATA, AND QUEUE MANAGERS
e PEGASUS, GLOBUS, HTCONDOR, PBS

Lake
AEM3D

2 STAFF MAINTAIN RESOURCES, AUTHOR THE WORKFLOWS, GENERATE DATA VISUALIZATIONS AND RUN THE IAM
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BREE AND MACHINE/DEEP LEARNING

MACHINE /DEEP LEARNING PROVIDES POWERFUL TOOLS FOR MODELING COMPLEX SYSTEMS
BREE IS NO EXCEPTION

SELF ORGANIZING MAPS FOR CLUSTERING DATA CATEGORIES

PATTERN /IMAGE RECOGNITION FOR IDENTIFYING EVENTS

AGENT BASED MODELING WITH EXPERIENTIAL LEARNING

EMULATOR FUNCTION DEVELOPMENT TO ANALYZE COMPLEX IAM
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Computation of adaptive space filling curves f

r brain MRI classification

Unal “Z2ak" Sakoglu, Lohit Bhupati

Computer Engineering, University of Houston - Clear Lake, Houston, TX

1. INTRODUCTION

4 Neurcimaging or brain image research has different techniques to study structural
and functional imaging.

Structural neuroimaging is for studying the structure of the nervous system.
Functional neurcimaging is studying the functioning of the brain under different
conditions, BOLD fMRI is a measure of neural activity.

The aim of this work is to classify healthy controls vs patients by utilizing the
differences in patterns of the fMRI brain activation maps, and use better features
via adaptive space-filling curves.

fMRI images are stored in .nil format. These are acquired in three-dimension (3D)
aver time so the fMRI has 4 dimensions.

The basic element in the 3D image is known as a voxel (volume alement).

+

-

IV. RESULTS

& Hilbert based classification achieved slightly better classification accuracy than that of SFC (approximately 76% vs 75%) when
utilizing saquential forward search.

& When no fealure selection was used, the SFC provided a slightly better accuracy for most of the classification algorithms utilized
and also SFC has the best resull when applied the cost function.

% Cost function (roet mean square of signal differences in orderings)

Linear Ordenng: 375,808 9 (156K voxels). Hilbert Ordering: 353 553 4 (156K voxels).

SFC Ordering: 33.971.3 (156K voxels) an order of magnilude lessilBul inding the curve ook weaksIl

Tables 1 - 3 below summarize classification results with different algorithms, feature selection, and ordering methods.
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Figure 1 Three views of a structural
T1 MRI dataset (a), and an fMRI brain
activation map (b), which is
computed from MRI velumes taken
at multiple time-peints.
Conventionally, MRI da-taset voxels
are ordered using linear ordering
trajectory into rows of a matrix, as a
result, a matrix of timox voxels is
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Figure 3 Part (A) of method-1 y W 3 i

genarated for further analyses (c).

L

Il. 30 to 1D ORDERING & SPACE FILLING CURVES

Why Ordering? 30 MRI data need to be converted to 1D for further analyses:

In this work the following orderings are used.

« Linear ordering (conventional, pre-determined)

4 Hilbert ordering (pre-determined)

< Proposed adaptive space filling curve ordernng, is a modified TSP problem, NP-
hard, exponential-time O{e") computation, where N is ~ 156K—264K [Sakoglu-1]
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Figure 4 Part {B) of method-1
Figure 5 SFC plot

Figure & Hilbart plat
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Table 1 Classificati izof i Table 3 Classification of Cocaine Addiction Results

md’aﬁuﬁﬁ*

T——

Hum. of ; _ o
L N N O o 1 e EC R . Lot
- 246 ARION  ADEON  SOOON  4BAON  46S0% m IO 66.40%
1536 4700% 460 TP 4510% 49400
- 2627 610N 61I0% SADN  60I0%  6T.00% m Tt €9.50%
pog| 02 60M 65ADN SEGDN 612N LEN m 74.50% T0.00%
a 4 ;
(@) b) (©) fication of Schizophenia Results, SFS mJ@ KAx I{}lf\, . I{\ > I("\ |€'\
Flgure 2 (a) Linear ordering (b) Hilbert ordering (c) Froposed optimal space filling curve ordering - E 2 Dty + 3l
N aof
Iil. METHODS ecaterof =y ﬂlﬁlﬁlﬁlﬂ‘&lﬂ]ﬁ
2 Method-1 Number  Amibutes that
; : - . ; of used for achiere the ﬁ | Q Q
» The average brain map using all participants is calculated. Then the mean brain Bia Atiributes Classificatio Hightst  highest ﬁ?l . ’I L‘lﬁ-‘l '|-A;.4 s
map is masked using the mask and the non-brain region is removed. The masked ——m T — T . e
aclivation map is zero masked to apply Hilbert curve of N = 84x84x64 which is pre- 30 100 SVE W iT ~
generated and this predetermined Hilbert curve is mapped on the mean activation il el ’f:: — -
s W e - 1% Figure 7 Sagittal vle'w of bad\ -mapped ruluru of $FC on the 3D brain MRI
map. ; ) _ - 0 IO poi +- (bin size=100, 100 attributes).
* Using the Hilbert curve trajectory the 3D activation map are converted to 10. -
* Using an absolute threshold we remove all the value below the limit from the 10 V. CONCLUSIONS
brain map and also keeping track of the index where the values are removed. < Hilbert based classification achieved slightly better classification accuracy than that of SFC (approx. 76% vs 75%)
* The indexes as in the average brain map are removed from all the brain maps, when utilizing sequential forward search.

which stimulates that all the value in a column same region for all the participants.
As the number of attributes is too high binning is performed. After the 1D
conversion the length of the array is around 262,144, so using different bin sizes
the data is downsized.

The T test is used and with different p values, the important features are selected.
These selected features are further used for the classification of the data.
Method-2

There is no mean activation map calculation.

Each participant is masked and then each ordering is applied accordingly and then
converted to 1D,

Down sampled using binning and feature selection using { statistics and sequential
forward selection techniques,

Different classification technigues are used and also passed through a deep
learning model.
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< When no feature selection was used, the SFC provided a slightly better accuracy for most of the classification
al utilized and also SFC has the best result when applied the cost function.

4 This is a computationally intense problem (finding the SFC, applying the machine |
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Al/ML/DL (CON'T)

The 15t Industrial Revolution (Mechanization)

= No concrete start date for the 15t
Industrial Revolution.

= After 1760 — these changes were
noticeable first in England when steam
engine was invented by James watt.

= Then took place in the United States,
Belgium. and France.

Nearly a century later, in the second
half of the 20" century, a third
industrial revolution appeared with
the emergence of a new type of
energy whose potential surpassed its
predecessors: Nuclear energy.

This revolution witnessed the rise
of electronics with

- The transistor and microprocessor.
- Telecommunications.

- Computers.

- Development of the Internet, fast
communications.

The 2™d Industrial Revolution

. - e RS Ty e =l
The second Industrial T S

Revolution took place between
about 1870 and 1960. Saw the
spread of the Industrial
Revolution to places such as
Germany, Japan, and Russia.

- Electricity became the primary
source of power for factories,
farms. and homes.

- Mass production, particularly of
consumer goods.

- Use of electrical power. (electric
lights, radios, fans.)

The 4 Industrial Revolution

And we are now starting number 4.0. It is changing...

The way we work, buy The way we travel The way we live

and sell things

= The Fourth industrial Revolution is unfolding before our eves
where we are. This is the first industrial revolution rooted in a
new technological phenomenon — “digitalization’ rather than in
the emergence of a new type of energy.

= The Fourth Industrial Revolution is being driven by extreme

automation and extreme connectivity. The sectors which is
taking us towards global “Digitalization” are -
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How big?

- Bank of America—Merrill Lynch predicts by 2020:
— $153 billion market for Al-enabled technology, including:
= $83 billion for robotics
= $70 billion for Al-based analytics
— With an estimated $14-33 trillion creative disruption impact annually

- el « $8-9 trillion in cost reductions in manufacturing and health care
As Baidu and Alibaba fight over the Chinese marketing for smart » $9 trillion cuts in employment costs due to Al-enabled automation
speakers, Amazon and Google do so in the West and the voice- - Manufacturing labor costs cut 18-33%

interface is coming to everything. It's a more radical shift than .

$1.9 trillion in efficiency gains due to autonomous drones & cars
= Productivity boosted 30% in many industries
= 47% of jobs have the potential to be automated

SWEEPING ACROSS INDUSTRIES
Security & aé\l_ltc>n<:.mc:>|_l-_--.7

Defense _Machines

Ba,

many consumers and businesses estimate. The consumer robots
will roll out in the 2030s.

Intermnet Services Medicine

Entertainment

= Image  Video = Cancer cell = WVideo = Face = Pedestrian
classification detection captioning recognition detection

= Speech recognition = Diabetic = Content based = Wideo = Lane tracking

= Natural lLanguage grading search surveillance > Recoghnize


https://www.nvidia.com/en-us/deep-learning-ai/

2040 .Art' cial Super

Intelligence

5 . Jg— Far Greater than
Artificial General Human intelligence

Intelligence

Today Equal to Human
intelligence

.Artif al Narrow
Intelligence

Less than Human
intelligence

Figure 4: Future evalution of Artificial Intelligence
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Presenter
Presentation Notes
Many people want to know why and how Deep Learning is being adopted so rapidly.

There were 3 key ingredients or Initial Conditions that made the “Big Bang” of Modern AI possible.
First was Big Data, the huge collections of examples from which computers can learn
Second, researchers needed to develop Parallel Algorithms that allow data scientists to design and train deep neural networks to process the mountains of big data
Third was the introduction of GPU Accelerators that make it possible to complete massive amounts of computation required in a practical amount of time.

Early researchers published their algorithms and neural network models in journals, but they also released their software, packaged up in high-level, open source Frameworks that others could use – so you don’t have to start from scratch. And all of the major DL frameworks support GPU acceleration because it just wasn’t practical to do this computationally intense work without GPUs.

Cloud Platform Providers recognized the potential of deep learning to improve their own services and the business opportunity of offering GPU-accelerated deep learning platforms in the cloud. Now all of the major Cloud Service Providers make GPUs available to their customers.

This significantly reduced the capital costs and time investment for startups, which motivated a huge influx of venture funding for deep learning start-ups. More than $5B in funding is already fueling AI start-ups, and research firm Tractica is projecting a $500B in opportunity over the next 10yrs.*

Now large companies, governments and other organizations – influenced by the impressive achievements of start-ups and researchers – are rapidly adopting this new technology, seeing it as a competitive advantage… or threat if they fail to effectively master it.

==================
* Ref. Tractica “Deep Learning for Enterprise Applications” 4Q 2015

https://master-iesc-angers.com/artificial-intelligence-machine-learning-and-deep-learning-same-context-different-concepts/
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<A NVIDIA.

DEEP

G
:—I\lEé&TFfTNl'EE WHY BECOME A DLI AMBASSADOR?

UNIVERSITY
AMBASSADOR

DLI WORKSHOP AND CONTENT ENABLEMENT

Bring free, world-class, hands-on DL education to your academic community and conferences
Proven, ready-made content and online training platform leveraging GPUS in the cloud (avg. USD$2000

compute value per workshop)
Off-set for workshop catering and/or travel expenses (up to USD$500 per event)

Access to “train-the-trainer” content and workshop promotional support

FREE TRAINING AND CERTIFICATION AWARD

Recognized and certified as an applied DL expert by NVIDIA (USD$1000 value)
Formal inclusion in DLI University Ambassador and Certified Instructor Programs

OTHER TEACHING RESOURCES

DLI Teaching Kits and other cloud-based compute platforms to complement your curriculum courses

Candidates should have relevant teaching and research experience, and can apply via
for an invitation to an on-site instructor certification event


http://www.nvidia.com/dli

NVIDIA/DLI TEACHING KITS

DOWNLOADABLE, SEMESTER-LONG UNIVERSITY CURRICULUM COURSE
MATERIAL FOR VERIFIED UNIVERSITY FACULTY'AND: TAS:
LECTURE SLIDES
LECTURE VIDEQOS
HANDS-ON LABS/SOLUTIONS
LARGER CODING PROJECTS/SOLUTIONS
QUIZ/EXAM QUESTIONS/SOLUTIONS
TEXT AND E-BOOKS

DLI ONLINE CONTENT CREDIT g —
SYLLABUS (WITH DLI ONLINE CONTENT INTERLEAVED) SR

DIFFERENT KITS FOR DIFFERENT COURSES et
MACHINE/DEEP LEARNING (NYU/YANN LECUN PARTNERSHIP)

ACCELERATED/PARALLEL COMPUTING (UIUC/WEN-MEI HWU PARTNERSHIP)
ROBOTICS (CALPOLY PARTNERSHIP) e

Sparse basis functions

-, —Placethe center of a basis function
nnnnn d areas containing training

the basis
reas of high sample
—ldea 2 tthe basis functions

a
centers through gradient descentin
the loss function

B Frogramming Massively
S Parallel Processors



https://developer.nvidia.com/educators

<X CEARNING NVIDIA Deep Learning Al Recourses

NVIDIA. INSTITUTE

Jetson Community Projects
https://developer.nvidia.com/embedded/community/jetson-projects

https://www.nvidia.com/en-us/autonomous-machines/robotics/

Fig a. and b. Improved feature
detection over standard
practices, shown in green

Fig. a. and b. Emotion Recognition with
probability distribution

AWS Educate Platform, https://www.voutube.com/watch?v=0xOUo3kw TEA

ONLINE TRAINING WITH DLI
https: / /www.nvidia.com/en-us /deep-learning-ai/education/

5 @™ & @ @ we wo w0

Free online Workshops :

Fundamentals of Deep Learning for Computer Vision
Fundamentals of Multiple Data Types (MDT)
Natural Language Processing

LI

Mariofanna Milanova
E-mail : mgmilanova@ualr.edu

@ DEEF
LEARNING

PVIDIA  INSTITUTE


https://www.nvidia.com/en-us/autonomous-machines/robotics/
https://developer.nvidia.com/embedded/community/jetson-projects
https://www.nvidia.com/en-us/deep-learning-ai/education/
https://www.youtube.com/watch?v=OxQUo3kwTEA

MOHAMMED TANASH
KANSAS STATE UNIVERSITY



e BSC in Computer Science (2005), MSC in Information Technology (2008), MSC in
Computer Science (2014).

* Ph.D. candidate at Kansas State University
* Research Area: High Performance Computing (Improving the Performance of
the Slurm Workload Manager)

* |Instructor (2008 — 2012), TA & RA (2014 — Current) K-STATE

* A Cyberinfrastructure team member at New Mexico State University (Jan 2017 —

Jan 2019)

* XSEDE Student Campus Champion (2017 — Current)
e  XSEDE Fellow (2018 — 2019)

CAMPUS

CHAMPIONS
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