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GT200 = GeForce GTX 280
G71 = GeForce 7900 GTX
NV35 = GeForce FX 5950 Ultra
G92 = GeForce 9800 GTX
G70 = GeForce 7800 GTX
NV30 = GeForce FX 5800
G80 = GeForce 8800 GTX
NV40 = GeForce 6800 Ultra
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933 GFLOPS peak performance
- 10 thread processing clusters (TPC)
- 3 multiprocessors per TPC
- 8 cores per multiprocessor
- 16384 registers per multiprocessor
- 16 KB shared memory per multiprocessor
- 64 KB constant cache per multiprocessor
- 6 KB < texture cache < 8 KB per multiprocessor
- 1.3 GHz clock rate
- Single and double-precision floating-point calculation
- 1 GB DDR3 dedicated memory
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Programming Model
GPU vs. CPU

CPU C program

```c
void add_matrix_cpu
    (float *a, float *b, float *c, int N)
{
    int i, j, index;
    for (i=0;i<N;i++) {
        for (j=0;j<N;j++) {
            index = i+j*N;
            c[index] = a[index] + b[index];
        }
    }
}

void main()
{
    ....
    add_matrix(a,b,c,N);
}
```

CUDA C program

```c
__global__ void add_matrix_gpu
    (float *a, float *b, float *c, int N)
{
    int i=blockIdx.x*blockDim.x+threadIdx.x;
    int j=blockIdx.y*blockDim.y+threadIdx.y;
    int index =i+j*N;
    if( i < N && j < N) c[index] = a[index] + b[index];
}

void main()
{
    dim3 dimBlock (blocksize,blocksize);
    dim3 dimGrid (N/dimBlock.x,N/dimBlock.y);
    add_matrix_gpu<<<<<dimGrid,dimBlock>>>(a,b,c,N);
}
```
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