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Research data management today

How do we...
...move?
...share?
...discover?
...reproduce?

Index?



Globus delivers…

(Big) data transfer, sharing,
publication, and discovery…

…directly from your own 
storage systems…
...via software-as-a-service



Globus enables... 

Campus Bridging
…within and beyond campus 

boundaries



Bridge to campus research computing/HPC

Move datasets to campus research 
computing center

Move results to laptop, department, lab, …



Bridge to national cyberinfrastructure

Move datasets to supercomputer,      national facility

Move results to campus (…)



Bridge to instruments

Amazon 
Glacier

High durability,
low cost store

Analysis store

Pre-processed Data

Raw
Source
Data



Bridge to collaborators

Public/Private
Cloud stores

External
Campus
Storage

EC2



EC2

Bridge to community/public 

Public Repositories

Project Repositories,
Replication Stores



Globus SaaS: Research data lifecycle

Researcher initiates 
transfer request; or 
requested automatically 
by script, science 
gateway

1

Instrument
Compute Facility

Globus transfers files 
reliably, securely

2

Globus controls 
access to shared 

files on existing 
storage; no need 

to move files to 
cloud storage!

4

Curator reviews and 
approves; data set 

published on campus 
or other system

7

Researcher 
selects files to 
share, selects 
user or group, 

and sets access 
permissions 

3

Collaborator logs in to 
Globus and accesses 
shared files; no local 

account required; 
download via Globus

5

Researcher 
assembles data set; 

describes it using 
metadata (Dublin 
core and domain-

specific)

6

6

Peers, collaborators 
search and discover 
datasets; transfer and 
share using Globus

8

Publication 
Repository

Personal Computer

Transfer

Share

Publish

Discover

• Use a Web browser
• Access any storage 
• Use an existing identity



Why use Globus?

• Simplicity
– Consistent UI across systems
– Easy access to collaborators

• Reliability and performance
– “Fire-and-forget” file transfer
– Maximized WAN throughput

• Operational efficiency
– Low overhead SaaS model
– Highly automatable: CLI, RESTful API

• Access to a large and growing community



Thank you to our users!

5,119
active shared 

endpoints

350
100TB+ users

290 PB
transferred

10,000
active endpoints

50 billion 
tasks processed

62,000
registered users

3 months
longest running managed transfer

1 PB
largest single 

transfer to date

99.5%
uptime

350+
federated identities

48
most server 
endpoints on 
one campus 10,000

active users



Demonstration
File Transfer



How can I use Globus 
on my computer?



…makes your 
storage system a 
Globus endpoint



Globus Connect Personal

• Installers do not require admin access
• Zero configuration; auto updating
• Handles NATs



Demonstration
File Sharing

Federated Identity



Data Publication and Discovery

https://publish.globus.org





Demonstration 
Data Publication



How do I do that 
on my research 
storage system(s)?



Globus Connect Server

• Create endpoint on practically any filesystem
• Enable access for all users with local accounts
• Native packages: RPMs and DEBs

Local system users

Local Storage System
(HPC cluster, campus server, …)

Globus Connect Server

MyProxy
CA

GridFTP 
Server

OAuth
Server

DTN



Demonstration
Install Globus Connect Server
• Access server as root-capable user
• Update repo
• Install packages
• Setup Globus Connect Server

ssh

Test Endpoint

Log into Globus

Transfer a file

1

2

3 Access the newly created 
endpoint

4

DTN
(EC2 instance)



Installing Globus Connect Server

$ sudo su

$ curl –LOs http://toolkit.globus.org/ftppub/globus-

connect-server/globus-connect-server-

repo_latest_all.deb

$ dpkg –i globus-connect-server-repo_latest_all.deb

$ apt-get update

$ apt-get -y install globus-connect-server

$ globus-connect-server-setup

$ _

You have a working Globus endpoint!



Common configuration options
• Manage Endpoints page

– Display Name
– Visibility
– Encryption

• DTN local config file (.ini format)
– /etc/globus-connect-server.conf
– RestrictPaths
– IdentityMethod (CILogon, Oauth)
– Sharing
– SharingRestrictPaths



Storage connectors

• Standard storage connectors (POSIX)
– Linux, Windows, MacOS
– Lustre, GPFS, OrangeFS, etc.

• Premium storage connectors

docs.globus.org/premium-storage-connectors

AWS S3
Ceph RadosGW (S3 API)
Spectra Logic BlackPearl
HPSS

Google Drive (beta)
Box (in progress)
HDFS (in progress)
iRODS (in progress)
HGST Active Archive (in progress)



Deployment 
Best Practices



Data Transfer Node in a Science DMZ

Source 
security 

filters

Destination 
security 
filters

Destination 
Science DMZ

Source 
Science DMZ

Source
Border Router

Destination 
Border Router

Source Router Destination Router
User

Organization

DATA

CONTROL

Physical Control Path

Logical Control Path

Physical Data Path

Logical Data Path

* Ports 443, 
2811, 7512

* Ports 50000-
51000

Data Transfer 
Node (DTN)

Data Transfer 
Node (DTN)

* Please see TCP ports reference: https://docs.globus.org/resource-provider-guide/#open-tcp-ports_section
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Yes, please 
do this!



How can I integrate 
Globus into my 
research workflows?



Globus serves as…

A platform for building science 
gateways, portals and other 
web applications in support of 
research and education



Use(r)-appropriate interfaces

GET /endpoint/go%23ep1
PUT /endpoint/vas#my_endpt
200 OK
X-Transfer-API-Version: 0.10
Content-Type: application/json
…

Globus service

Web

CLI

Rest
API



Globus Command Line Interface

• Transfer and Auth
• Uses Python SDK
• Open source

github.com/globus/globus-cli
docs.globus.org/cli



Demonstration 
Command Line Interface



Globus Auth API 
(Group Management)

…
Globus Toolkit
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ctData Publication & Discovery

File Sharing

File Transfer & Replication    

Globus as PaaS

Use existing institutional 
ID systems in external 
web applications

Integrate file transfer and sharing 
capabilities into scientific web 
apps, portals, gateways, etc.



Simple Automation
Recurring transfers 
with sync option 

Copy /ingest
Daily @ 3:30am

Data distribution
.../my_share

--/cohort045
--/cohort096
--/cohort127

Shared
Endpoint

Staging area 
cleanup

Shared
Endpoint

1. Check if successful transfer
2. Delete data from staging area



Data Portal: NCAR RDA



Data Distribution; APS - DMagic

Courtesy of Francesco De Carlo, Argonne National Laboratory (2016)

dmagic.readthedocs.io



Analysis App: Wellcome Sanger



National Resource Access



Identity Management



Globus PaaS developer resources

Python SDK

Sample
Application

docs.globus.org/api github.com/globus

Jupyter Notebook



…on sustainability



Thank you to our sponsors...
U . S . D E PARTMEN T O F

ENERGY



…and THANK YOU, subscribers!



Globus sustainability model
• Standard Subscription

– Shared endpoints
– Data publication
– HTTPS support*
– Management console
– Usage reporting
– Priority support
– Application integration

• Branded Web Site
• Premium Storage Connectors
• Alternate Identity Provider (InCommon is standard)

*Coming soon



Demonstration 
Management Console



Facilitating adoption

• GlobusWorld Tour: 
7 stops, over 250 attendees

• Lots of open source 
developer materials

• Contact us to host event

September 12-13



Future Directions

• New data management interface
• Collections: the evolution of 

endpoints
• HTTPS access to storage
• Enhanced sharing capabilities
• Metadata and search
• Data Publication PaaS

+
= 1,500+ IdPs



Join the Globus community

• Access the service: globus.org/login
• Create a personal endpoint: globus.org/app/endpoints/create-gcp
• Documentation: docs.globus.org
• Engage: globus.org/mailing-lists
• Subscribe: globus.org/subscriptions
• Need help? support@globus.org
• Follow us: @globusonline


