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Open Science Grid: HTC supercomputer 

aggregate of individual
clusters > 100k cores 



Open Science Grid: HTC supercomputer 

● 2014 stats
○ 67% size of XD, 35% BlueWaters
○ 2.5 Million CPU hours/day
○ 800M hours/year
○ 125M/y provided opportunistic

● >1 petabyte of data/day
● 50+ research groups
● thousands of users
● XD service provider for XSEDE

Rudi Eigenmann
Program Director Division of 

Advanced Cyberinfrastructure (ACI)
NSF CISE 

CASC Meeting, April 1, 2015



Science that has benefited

● Biological & medical sciences
● Nuclear theory
● Chemistry
● Molecular dynamics
● Materials
● Genetics
● Drug studies



OSG virtual organization

125 million hours
opportunistic for 
individual 
projects

computation by site



Is HTC for you?

● Does your science workflow involve computations that can be split into many 
independent jobs?

● Can individual jobs be run on a single processor (as opposed to a single large-
scale MPI job simultaneously utilizing many processors)?

● Can your applications be interrupted and restarted at a later time or on 
another processor or computing site? 

● Is your application software “portable”? 
● How does computing fit into your science workflow? Are results needed 

immediately after submission?
● Do your computations require access to or produce huge amounts of data? 



OSG Connect Service

OSG as a 
campus cluster

★ Login host
★ Job scheduler
★ Software
★ Storage



Submit jobs to OSG with HTCondor

● Simple HTCondor submission
● Complexity hidden from the user
● No grid certificates required
● Uses HTCondor ClassAd and glidein 

technology
● DAGMan and other workflow tools 



Software & tools on the OSG

● Distributed software file system
● Special module command

○ identical software on all clusters 

● Common tools & libs
● Curate on demand 

continuously
● HTC apps in XSEDE 

campus bridging 
yum repo 

$ switchmodules oasis

$ module avail

$ module load R

$ module load namd

$ module purge

$ switchmodules local



Storage service: “Stash”

● Provide a quasi-transient storage service for 
job input/output data

● POSIX access provided to the login host
● Globus Online Server for managed transfers 

from campus data services
● Personalized http service endpoint
● Can handle data sets up to 10 TB/user
● Connected to 100 Gbps SciDMZ (I2, ESnet)



Easy, reliable upload of data 
to Stash for processing on 
OSG, and downloading output 
data back to campus.



Quotable: Searching for Symmetry Orbits & 
Rainbow Cliques in Group Theory

From: Anton Betten <betten@math.colostate.edu>

Date: Wed, Sep 3, 2014 at 10:47 AM

Subject: OSG runs

Hi Suchandra,

   just a quick note that everything is going extremely well with my computations on the OSG. I start 
10K jobs one day and the next day they are done. Fantastic!
   I am probably more than 50% done by now, and I am trying hard to complete before my next conference in Germany (in less than 
two weeks). If I can report that the classification is finished and confirm the published result, that would be great.

  Thanks, Anton

________________________

Anton Betten, Ph.D.

Associate Professor

Department of Mathematics

Colorado State University

Fort Collins, CO 80523-1874, U.S.A.



“My recommendation for other scientists looking into using 
the OSG is don’t be intimidated, find someone to work with, 
and don’t hesitate to reach out… The competence and 
concern of the staff, and their ability to communicate with 
non-computer scientists are a huge help. It seems like OSG 
really has a service mentality.”

Patrick Reeves, The National Center for Genetic Resources Preservation (NCGRP), U.S. 
Department of Agriculture



http://osgconnect.net/

http://osgconnect.net/
http://osgconnect.net/


Communities or campuses, as a service

CI Connect - services for campus grids (Duke, UChicago)
CMS Connect (users from 50 schools) -  led by Notre Dame

https://ci-connect.net/
https://ci-connect.net/
http://cms.ci-connect.net
http://cms.ci-connect.net


Summary and Conclusions

● For researchers:
○ OSG Connect provides a quick “on-ramp” to resources 

in the Open Science Grid
● For campus providers:

○ OSG Connect offers a service to connect campus HPC 
centers to the OSG in lightweight fashion

○ Hosted “Compute Element” available for larger sites 
● For communities & campus grids: CI Connect 

to share resources and collaborate easily



@rwg

opensciencegrid


