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2014 stats

o 67% size of XD, 35% BlueWaters Network  Billion CPU-Hours
o 2.5 Million CPU hours/day proviced In 2024
o 800M hours/year XDNet 1.2

o 125M/y provided opportunistic BlueWaters 23

>1 petabyte of data/day NCAR 057
50+ research groups 056 0.8
thousands of users progam Drecor Bl o

Advanced Cyberinfrastructure (ACI)

XD service provider for XSEDE



Biological & medical sciences
Nuclear theory
Chemistry
Molecular dynamics
Materials

Genetics

Wall Hours by Field of Science (Sum: 111,430,240 Hours)
365 Days from Week 19 "f&g}o“gfé’a}"’fﬁé&% sof 2015

36,268,134

Nuclear Physics

Medical Sciences
Dr studies
g M Biological Sciences (55,165,064) I Medical Sciences (36,268,135)
[ Nuclear Physics (11,548,111) B Computer and Information Science and Engineering (5,043,496)
[ Chemistry (1,223,105) W Materials Science (680,774)
[0 High Energy Physics (572,501) M Bioinformatics (395,581)
] Physics and astronomy (342,011) [I Plant Biology (50,870)
[ Molecular and Structural Biosciences (50,792) [ Ocean Sciences (41,868)
M Information, Robotics, and Intelligent Systems (20,401) B Mathematical Sciences (18,099)

M Other (5,378) [J Multi-Science Community (4,056)



OSG virtual organization

Cumulative Hours Spent on Jobs By Facility
365 Days from Week 19 of 2014 to Week 19 of 2015
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Time
M Other (33,328,197) | USCMS-FNAL-WC1-CE3 (13,048,905) 21 Tusker-CE1 (8,433,379)
n CIT_CMS_T28B (8,343,057) (] MIT_CMS (7,584,228) ICIT_CMS_TZ (6,431,379)
[ red-gatewayl (4,955,964) B UCSDT2-D (4,908,565) [JUCSDT2-C (4,784,884)
[0 Purdue-Hadoop-CE (4,618,844) [0 red-gateway? (4,262,736) [CIMIT_CMS_2 (3,127,974)
n FNAL_GPGRID_3 (3,060,272) B Nebraska (2,999,917) | | FNAL_GPGRID_OPP_3 (2,947,025)
1 GLOW-0SG (2,796,966) (] MWT2_CE_UIUC (2,663,538) | | NWICG_NDCMS (2,428,420)
[ UFlorida-HPC (2,288,801) [ | UConn-OSG_CE (2,122,137)

Total: 125,135,197 Hours, Average Rate: 3.97 Hours/s



Is HTC for you?

"

® Does your science workflow involve computations that can be split into many
independent jobs?

® Can individual jobs be run on a single processor (as opposed to a single large-
scale MPI job simultaneously utilizing many processors)?

® Can your applications be interrupted and restarted at a later time or on

another processor or computing site?

Is your application software “portable”?

How does computing fit into your science workflow? Are results needed

immediately after submission?

® Do your computations require access to or produce huge amounts of data?



OSG Connect Service

(<=--=--= osg connect | OSG as a
campus cluster
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* Login host
* Job scheduler
Lo * Software
%ég % Storage
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Simple HTCondor submission
Complexity hidden from the user

No grid certificates required

Uses HTCondor ClassAd and glidein
technology

DAGMan and other workflow tools



® Distributed software file system

® Specialmodule command
o identical software on all clusters

switchmodules oasis
module avail

module load R
module load namd

module purge

[rwg@login0l ~]1$ module avail

“vw v v v »vn »n

switchmodules local

spr-vii1sl s, ress/ Beid hu ! e Common tools & liks
atle 3 afft/7. 0.1.17 e Curate on demand
; ' ' continuously

; e HTC appsin XSEDE
u ' campus bridging
yum repo




Provide a quasi-transient storage service for
job input/output data

POSIX access provided to the login host
Globus Online Server for managed transfers
from campus data services

Personalized http service endpoint

Can handle data sets up to 10 TB/user
Connected to 100 Gbps SciDMZ (12, ESnet)



https://portal.osgconnect.net/xfer/ViewActivity

Qe

0sg connect

Activity

Sort By | start date & time 3| 27

« atlasconnecti#faxbox to connect#stash
transfer completed 4 minutes ago

6 overview

Task ID
Source
Destination
Status
User
Requested
Deadline
Completed

Transfer
Settings

L L < < <

event log =

a2dd8724-228a-11e4-b5be-12313940394d
atlasconnect#faxbox

connectéstash

SUCCEEDED

nwg

2014-08-12 08:39 pm

2014-08-13 08:39 pm

2014-08-12 08:43 pm

« overwriting all files on destination

« verify file integrity after transfer
« transfer is not encrypted

rwg#laptop to connect#stash
transfer completed a month ago

rwg#laptop to connect#stash
transfer completed a month ago

rwg#laptop to osgconnect#stash
transfer completed 4 months ago

rwg#laptop to connect#faxbox
transfer completed 6 months ago

rwg#laptop to connect#faxbox

transfer completed 6 months ago

Files

Directories

Bytes Transferred
Pending
Succeeded
Cancelled
Expired

Failed

Retrying

Skipped

fiter this list
F N
6
7,838,465,334
0
8
0
0
0
0
0
view debug data
v
v
v
v
v

Easy, reliable upload of data
to Stash for processing on
0SG, and downloading output
data back to campus.

s globus

>C AN https://portal.osgconnect.net/xfer/ManageEndpoints

0sg connect

Manage Endpoints
 2dd Globus Connect Personal & 2dd an endpoint

recently used inuse  filysharedwithme  fifysharedby me @A administered by me il fifter list by endpoint name

endpont status credential
° atlasconnect#faxbox in use never expires v
° connect#faxbox ready never expires v
° connectistash in use never expires v
o osgconnectistash ready never expires v
° rwgitlaptop 4* ready never expires v

Globus

Connect Personal

© 2013 Open Science Grid and University of Chicago
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From: Anton Betten <betten@math.colostate.edu=>
Date: Wed, Sep 3, 2014 at 10:47 AM
Sukject: 0SG runs

Hi Suchandrao,

just a quick note that @verything is going extremely well with my computations on the 0SG. | start
10K jobs one day and the next day they are done. Fantastic!

| am prokably more than 50% done by now, and | am trying hard to complete before my next conference in Germany (in less than
two weeks). If | can report that the classification is finished and confirm the published result, that would ke great.

Thanks, Anton
Anton Betten, Ph.D.
Associate Professor
Department of Mathematics
Coloraodo State University
Fort Collins, CO 80523-1874, U.S.A.




“My recommendation for other scientists looking into using
the OSG is don't be intimidated, find someone to work with,
and don’t hesitate to reach out... The competence and
concern of the staff, and their ability to communicate with
non-computer scientists are a huge help. It seems like OSG
really has a service mentality.”

Patrick Reeves, The National Center for Genetic Resources Preservation (NCGRP), U.S.
Department of Agriculture



http://osgconnect.net/

osg connect © hesowess - . S msen -

Sign up for OSG Connect

You can sign up for 0SG Connect in a few basic steps:

Visit the OSG Connect signin portal (this will open in a new tab or window).

Cick Proceed to authenticate with your campus NetID. Your browser wil redrect youtoa cilogon.org site.
< In the Select an |dentity Provider area, fnd OSG Connect and select 1.

¢ Cneck the remember this selection box, then ciick Log On. Your browser wil redrect you to the OSG Connect
authenticaton page. It shouid look familar to you. if you have recently signed in, you may not need to re-
authenticate.

Sign n as you normally would, using your campus NetlD and password. Your browser wi! take you briefly past
cilogon.org agan, before retuming you to the signn portal. These steps allow you to sign in to the web
portal any time using your OSG Connect credentials.

°

Now you will see a page entitied Need to Make a Connection. This links your campus NetlD 10 a OSG Connect
account. i you already own a Globus account, that will also be your OSG Connect account: sign in with your
Globus credentials here, then move ahead 1o step 5.

Otherwise, ciicx Create a new Globus account.
© Enter your full name and your 0SG Connect emal address. It's mportant to use your OSG Connect address so
that 0SG Connect admnistrators can approve your access.
¢ Enter a username and password to use for your 0SG Connect account. The site will interactively let you know f
your chosen name s unavalable.
¢ You must ndcate your acceptance of the Globus terms of service by checking the appropriate box. (Other
boxes are optona’.)
¢ Cick Register to create your account. You will need to valdate your emal address before proceedng:
= Wat for an emal from support@globus.org contaning your vaidation URL.
= Cick the Iink, or paste 1 into your browser where you are.
® Your account will be confrmed.

To complete signup, you will jon the osg group. This 's automated, but requres some addtional nformation:

¢ your first name

© your last name

© your field of sclence

© your organization {unversity, nsttuton, agency, etc)

© your department withn that organization

This nformation 's used for resource utization reports, to bu'd longtudnal analyses of how grd resources are
used.

After a moment, you will have [oined the osg group, and your browser will bounce over 1o the Manage Identities
screen. It is advisable that you add an SSH public key now, bu it is not required — you may do this at any time.
The SSH key will grant you passwordess access 10 the OSG Connect login server, login.osgconnect.net .
If you do not know how o generate an SSH key, you may find cur SSH Key Generator helpful.



http://osgconnect.net/
http://osgconnect.net/

Communities or campuses, as a service
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Cl Connect - services for campus grids (Duke, UChicago)
CMS Connect (users from 50 schools) - led by Notre Dame


https://ci-connect.net/
https://ci-connect.net/
http://cms.ci-connect.net
http://cms.ci-connect.net

® [or researchers:

o OSG Connect provides a quick “on-ramp” to resources
in the Open Science Grid
® For campus providers:

o OSG Connect offers a service to connect campus HPC

centers to the OSG in lightweight fashion
o Hosted “Compute Element” available for larger sites

® For communities & campus grids: Cl Connect
to share resources and collaborate easily



% opensciencegrid

@rwg



