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Our mission is to...

Increase the efficiency and
effectiveness of researchers
engaged In data-driven
science and scholarship
through sustainable software
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£ Operations are funded by subscribers

achanging world
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g'j We unify data access across disparate systems...

JACCESS
NICIS

andR ?N wok

National Resources Personal Systems

“l need to easily, securely Microsoft Azure
and reliably move or replicate adws | g3

Iy
my data between systems. GoogleCloud (5

red cloud
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Desktop Workstations

Instruments



£ Fast, reliable file transfer ...from any to any system

User-initiated,
or automated
transfer request

& Globally accessible B3 L '
— multi-tenant service
globus
\ . /

Optional
notifications

 Fire-and-forget transfers
* Optimized speed

« Assured reliability

 Unified view of storage

* Use existing credentials

L & - .
2 ) o ' . Y
Globus transfers files e e
reliably, securely il Compute
I3, Facility

Instrument, e
Lab server L




£ .. simplify secure sharing with collaborators...

Campus
S Sto reS

7ACCESS KN

Jeteans

Project repositories,
replication stores

;WS | g3

red cloud
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PuinC repositories oogle Drive CBDh openstack



£ Secure data sharing ...from any storage

Select files to share,
select user or group,
and set access
permissions

& Globally accessible B3 L '
multi-tenant service

globus

* Fine-grained access
control “overlay” on
storage system

* Share with any
identity, email, group

- No need to stage data on existing storage .~ Collaborator logs into Globus

Globus controls
access to shared files

and accesses shared files;
no local account required;

just for sharing
download via Globus

%t »
MIrRAY: &)

On-prem or public | Il
cloud storage w0l

Laptop, server,
compute facility



Conceptual Architecture: Hybrid SaaS

Subscriber Security Domain

Customer owned and
administered storage
system with

Globus Connect
running on it

No data relay
or staging via Globus,
files move directly between o

globus storage locations globus 2=

connect connect or User identity
mapped to

local account
CONTROL

CHANNEL

Globus Security Domain

EXTERNAL USER

Globus service orchestrates file
OR APPLICATION

movement via communication
with Globus Connect

*' .‘I powered by

—o i

globus services miramazon

uF webservices



£ Seen any of these monsters on campus?

Advanced
g Light Source

Light Sheet Microscope



£ Instrument data management needs

) . Lightsheet
* Reliable, near-real time Sequencer
data access Sl
* Self-service access
control, management el e G
--/cohort096 - B |
- Grant data access to —Joohort127 Solicy

across storage classes

collaborators = store
 Compute on data l \
Local system

*Do it all at SCALE

Remote analysis,
visualization




£ What is “SCALE”?

Ny

- ~5TB/day
« >10TB/day at full cycle

» Constraints
— Local storage
— Time!

I Kefos G

Krios CryoEM
Courtesy of° Thermo Fisher
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£ Scale ...and then some

« 2-D, 3-D imaging
« 2016: ~112TB/month
* 100x — 1,000x growth

Argonne

NATIONAL LABORATORY
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£ Enabling serial crystallography at scale

» Serially image chips with
000’s of embedded crystals

« Quality control first 1,000 to
report failures

* Analyze batches of images as
they are collected

* Report statistics and images
during experiment

e Return structure to scientist

Darren Sherrell, Gyorgy Babnigg, Andrzej Joachimiak



£ Globus Automation Capabilities

Command Line Interface

Ad hoc scripting and integration

Timer Service

Scheduled and recurring transfers
(a.k.a. Globus cron)

Globus Flows service

Comprehensive task (data and
compute) orchestration with human in
the loop interactions




£~ “Simple” Automation Use Cases

Recurring transfers

s \/ith sync option
- Data backup — as user, as system =
« Stage data in or out as part of a
compute job
- Data portal/gateway submits a transfer Copy gt

of compute results as the user

- Data portal/gateway monitors transfer, =
initiates processing or backup of data g E ==

]
T
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Scheduled transfers
using Globus
timers

(globus 'cron’)




Globus Command Line
Interface (CLI)




£~ Globus Command Line Interface

Options:
-v, --verbose
-h, --help

Commands:
bookmark
config
delete
endpoint
get-identities
list-commands
login
logout
1s
mkdir
rename
task
transfer
version
whoami

(globus-cli) jupiter:~ vas$ globus
Usage: globus [OPTIONS] COMMAND [ARGS]...

Control level of output
Show this message and exit.

-F, --format [jsonltext] Output format for stdout. Defaults to text
--map-http-status TEXT Map HTTP statuses to any of these exit codes:

0,1,50-99. e.g. "404=50,403=51"

Manage Endpoint Bookmarks

Modify, view, and manage your Globus CLI config.
Submit a Delete Task

Manage Globus Endpoint definitions

Lookup Globus Auth Identities

List all CLI Commands

Login to Globus to get credentials for the Globus CLI
Logout of the Globus CLI

List Endpoint directory contents

Make a directory on an Endpoint

Rename a file or directory on an Endpoint
Manage asynchronous Tasks

Submit a Transfer Task

Show the version and exit

Show the currently logged-in identity.

Automation of
simple data
management tasks

Integration with
existing scripts
(job submission ...)

Open source, uses
the Python SDK



£ Automation using Globus Flows

 Managed, secure, reliable task orchestration
« Support for heterogenous resources

 Event driven execution model
 Extensible via custom actions

21



£ The Globus Flows service

« A platform for defining, executing, and sharing distributed
research automation flows

 Flows comprise Actions
* Action Providers: Called by Flows to perform tasks

* Triggers™: Start flows based on events

* Coming soon

Auth Transfer funcX Transfer Web Form funcX Describe |dentifier Share Search

NN NN\ N\ \ A\
CETE08EE

GET TRANSFER RUN TRANSFER USER RUN GET MINT SET INGEST
CREDENTIALS DATA JOB DATA INPUT JOB METADATA DOI POLICY




£~ SSX Automation

Data capture

Carbon!

Globus
Flows

Transfer

Image
processing
Launch QA E3ug Transfer Analyze
job threshold raw files images

Data publication

Transfer

g

| I3

i

Set access Move results Gather Visualize
controls to repo metadata




Statistics

@ Prolects » | 5| Workspaces + | 2 i
n
rrrrrr o This month
e A 9 R RREF PR W R BB RY R/ZF ¥ F *F N/7/F "= BN\/JR R RBRE "W PVAN/PN"D B 5 4
ssssssssss 14 13
Jobs n9 86
Complted 102 i3
My Recent Jobs
.

Globus
Flows

Transfer
credentials » & rawfiles

Serial Crystallography Search

Search

Search,
discover, | Set access
reuse controls

£8

Launch Correct,

analysis job classify, ...

Transfer Search

e

Move final
files to repo

LLLLL

iication and ab-intio

Extract
metadata

& Job Builder



£ Creating and deploying flows

* Define flows using a

declarative language
(JSON or YAML)

* Deploy flows to the
Globus Flows service

Action 1 Action 2

Action 1 Choice

« Set access policy for
visibility and execution

Action 3

5

Action 4

Action 2 Action 3

Action 4 Action 5

25



. Globus-provided flows

Two Stage Globus Transfer

kurt@globus.org

This flow requires at least one collection to be managed under a Globus subscription. The flow will perform a data transfer between
source and destination collections in two stages. The first stage transfers from the source collection to an intermediate collection, and
the second stage transfers from the intermediate collection to the destination collection. Data used in this flow are deleted from the
intermediate collection after the final transfer is complete. Transferring data through an intermediate location can enable or improve
performance in some firewalled or other network configurations.

SHIERS CREATED LAST MODIFIED
25 2022-03-30 11:24 2022-03-30 11:24

Move (copy and delete) files using Globus €y

This flow requires at least one collection to be managed under a Globus subscription. Following the transfer operation, data in the
source collection will be deleted if the transfer to the destination collection is successful.

SIERS CREATED LAST MODIFIED
2s ZOZISIGIEZIN =5 20225 U0

>

KEYWORDS

Two Stage, Two Hop,Intermediate,Globus
Transfer, Transfer,Globus
Production,Production

P Start

KEYWORDS

Move,Data Move,Globus
Transfer,Transfer,Globus
Production,Production




£~ Search and discover available flows

5 %@ Library

FILE MANAGER

List of flows you may view or use.

search flow library

QUICK FILTERS D ADMINISTERED BY ME D RUNNABLE BY ME

P Start >
SERS CREATED LAST MODIFIED KEYWORDS

4 9/22/2022, 12:44 PM 9/25/2022, 05:37 PM transfer, compute, share, trigger,funcX, tutorial

P start >
STEPS CREATED LAST MODIFIED KEYWORDS
2 9/14/2022, 02:14 PM 9/25/2022, 05:37 PM transfer, share, tigger, tutorial

P Start >
STEPS CREATED LAST MODIFIED KEYWORDS
2 9/20/2022, 11:11 PM 9/20/2022, 11:11 PM
XPCSBoost Flow

Qﬁ« p Start >

Hannah Parraga

ACTIVITY

COLLECTIONS

UMich cryoEM Flow

@]
Vas Vasiliadis

Moves files from instrument to a compute node for processing, runs image processing code using funcX, moves processed image files to S3 endpoint and shares
images with the specified group of users.

Vas Vasiliadis

Moves files to the specified guest collection and grants read-only permissions to the specified user or group.

Trigger Sample Flow 0\;@

EGI Conference Flow

@]
Vas Vasiliadis

STEPS
9

CREATED
9/13/2022, 03:04 PM

LAST MODIFIED
9/13/2022, 03:04 PM

KEYWORDS




£ Running Globus flows

« Start and manage runs via web app, API
* Globus Automate CLI and SDK:

« Event driven execution of flows: Triggers

— e.g., when a file of specific type is created
— e.g., after a file has not been modified for a defined period

28



£ Managing flow execution

* Provide inputs and run
an instance of the flow

 Check run progress/
status, cancel run

« Set access policy for
monitoring, managing

&

FILE MANAGER

W
BOOKMARKS

)
i
ACTIVITY

—'J\,— Runs

S5 Flows

8@ Library

List of flow runs you may view or manage.

QUICK FILTERS D START

List Update in 4

Sort

Vv

CryoGN 045

Abbvie Instrument Flow

RUN STATUS
completed at 8/23/2022, 10:21 AM

1030_Gel5d_A03_5_att0_Rqg0_
XPCSBoost Flow

RUN STATUS
completed at 8/22/2022, 04:47 AM

1030_Gel5d_A03_5_att0_RgO_
XPCSB w

RUN STATUS
completed at 8/22/2022, 04:47 AM

- Guided
,

)

f

filter run list

Start - UMich cryoEM Flow

>
/~ Advanced

ack to Flows Library

*

Select source collection and path
The raw data collection and path (e.g., on the instrument)

Collection

Path

Select destination collection and path
The c¢ and path on the funcX endpoint

Collection

Path

Results sharing destination collection and
path
The cc on and path for sharing the result files.

Collection

Path

‘ Cancel ‘




£ A simplified example

Transfer raw Run a compute Move processed Set access
instrument job to process images to controls for

images image files repository sharing data

Transfer

Transfer

Globus
Flows




@ O u r e n Vi ro n m e n t def :;:::s:mages(input_path:None, result_path=None): Registered

import glob

from PIL import Image | Function

files = (file for file in glob.glob(os.path.join(input_path, 'x"')) \

-
Repos‘tory if os.path.isfile(os.path.join(input_path, file)))
if not os.path.exists(result_path):
ﬁ. os.makedirs(result_path)

for file in files:
image = Image.open(file)

# Generate thumbnail
image. thumbnail( (200, 200) n C
# Save thumbnail i

Bucket access Compute inage. savel f+ {resul_path}) u

result files Resource

@ GCS EC2 invoke image 2

Endpoint processing function oo

Instance
transfer
perm|SS|ons result files

C—)D—@ e — funcX
€ ocr Endpoint

.
"
a®
0
0
.
ws?®
nn®
----------
-----
-----------

“Instrument”

& O EC2 Monitor

Instance script
transfer

““““ 1 raw files
: trigger
» & GCP flow run

CS ——
transfer control e Endpoint

b Endpoint
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Taming Cloud Storage



£ “Data appropriate” storage

* Often driven by institution...
 ...and sometimes by vendor policy!

* Decision based on
— Access frequency (data temperature)

— Access modality(ies)
o Ad hoc, via web browser
o Scripted, via CLI tools
o Programmatic, via APls

— Storage system limits
— ...yeah, and cost

33



£ Move without (worrying about) limits

3/9/2022, 08:33 PM endpoint too busy

2

Error (transfer)
Endpoint: Vas Google Drive Collection (d6d62391-fdda-4ba5-ac78-6523f806ea79)
Server: m-422a8b.d8b83.36fe.data.globus.org:443

. File: /My%20Drive/migration/uchicago-perftest/cc32-16p32-16/test1185
Command: STOR /My Drive/migration/uchicago-perftest/cc32-16p32-16/test1185

Message: Fatal FTP response

Details: 451-GlobusError: v=1 c=TOO_BUSY\r\n451-GlobusError: v=1 c=INTERNAL_ERROR\r\n451-\r\n451-GD-Method: "PA
"https://www.googleapis.com/upload/drive/v3/files/11h9NBppR7qG7YalZDgyWi-8w9rzw9gGj"\r\n451-GD-Response-Code: "

* File size
 Data volume
* Third-party tools cannot circumvent...
* ...but Globus lets you “fire-and-forget”
« = it will (eventually) be done

View details A

34



£ Globus connectors

0D Storage

aWs | g3 ) GoogleCloud  Microsoft Azure

m.a N4
@ Microsoft OneDrive ~ Google Drive L SPEC TR/-Q

IBM Spectrum mx |? O D S® Quantum. »“ SCALE.
Hwasabi

hot cloud storage

HPS




£ Connectors provide a uniform user experience
211 b
LI

s G —
# |}

A
Other
Globus

Data endpoints

Globus endpoint

Globus
Collection

Data Transfer Node(s)

Cloud Storage Gateways
(using Globus connectors)

aws | s3

globus
Control

connect
---------------------

globus £) Google Cloud
globus
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Current areas of focus...



£ Automating Cryo-EM Flows [EEEEE

Globus
Flows

Transfer
credentials » & rawfiles

Serial Crystallography Search

Search

Search,
discover, | Set access
reuse controls

Launch
analysis job

Transfer

@&

Move final
files to repo

rrrrrr

C

nnnnnnnnn

nnnnnnnnn

Correct,

lassify, ...

Search

LLLLL

DETALS

GN % &

1 and abeintio

Extract
metadata



&
Incorporating compute

Into Flows i



£ Automating computation with funcX*

Managed, federated
Functions-as-a-Service for
reliably, scalably and securely
executing functions on remote

J TUNCUONS O Temote
endpoints from laptops to P CHICAGO
supercomputers Argonne &

*funcX is in currently under development and in limited production use



Globus Search and Portal Framework

Example: Advanced
Photon Source

acdc.alcf.anl.gov



£ Support resources

* Globus documentation: docs.globus.org
 YouTube channel: youtube.com/user/GlobusOnline
* Helpdesk and issue escalation: support@globus.org
* Mailing Lists
— globus.org/mailing-lists

 Customer engagement team
— Office Hours



