Lessons Learned (So Far) from
Developing a Research Platform in the

Great Plains



Who Is the Great Plains
Network?
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e The Great Plains Network (GPN) is a non-profit
consortium aggregating networks through GigaPoP
connections while advocating research on behalf of
universities and community innovators across the
Midwest and Great Plains who seek collaboration,
cyberinfrastructure and support for big data and big
ideas, at the speed of the modern Internet.

e Over two dozen universities
o Across 9 states

m More than 20 years of collaborating in research
and education networking
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What is a Research Platform?



No one single definition. (Sorry, folks.)

Let’s break down the two words, starting with Research.

The following slides show large scale research facilities.
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Status Map
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A national, distributed computing partnership for data-intensive research
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https://display.opensciencegrid.org/

We need to move the data to these off-site
computing centers.

Enter the Science DMZ. Science DMZs protect payroll and
student data from research data.

Payroll and student data: secure,
Research: fast
Never the two shall meet.



The Science DMZ" in 1 Slide

Consists of three key components, all required:

* “Friction free” network path

— Highly capable network devices (wire-speed, deep queues)

— Virtual circuit connectivity option

— Security policy and enforcement specific to science workflows © 2013 Wikipedia
— Located at or near site perimeter if possible

* Dedicated, high-performance Data Transfer Nodes (DTNs)
— Hardware, operating system, libraries all optimized for transfer

— Includes optimized data transfer tools such as Globus Online and GridFTP globus

* Performance measurement/test node

- perfSONAR perfSONAR

* Engagement with end users
Details at http://fasterdata.es.net/science-dmz/

@ ESnet

© 2015, The Regents of the University of California, through Lawrence
Berkeley National Laboratory and is licensed under CC BY-NC-ND 4.0

* Science DMZ is a trademark of The Energy Sciences Network (ESnet)



http://fasterdata.es.net/science-dmz/
https://creativecommons.org/licenses/by-nc-nd/4.0/
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Science DMZ Design Pattern (Abstract)
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What is the goal with the Science DMzZ?



Logical Next Step: The Pacific Research Platform Networks Campus DMZs

to Create a Regional End-to-End Science-Driven “Big Data Superhighway” System

a8
= = of "
£ @5 4 uw’ Y Pacific Research Platform
R A PNWGP .
s e Scattie Pacific Wa\éeENCélREN HPR
- "I '
‘ Intermet2 PRP Participants
' Fcat'.lc O CC-NIE awardee

- "~ | { '} non CC-NIE awardee
£ { LBNL, -
cr o K NERSC
ESnet

. A , ‘ A ..\
B L
q L T
() L
Saancnqsco o AN Merced
e ) x> s
ey

PO'O A"o = e
\ -
‘ NASAAmGS‘ ) San JOSC p
NREN
Soledo
PRP Partners include C E N '
Univ. of Hawaii System

Montana State Univ,
»
Northwestern Univ. 50" Luls

.
—

3 % UCcM

C

Internet2

NCAR Obispo 18 = g //’

MREN . - L ™

StarLight(GPC) \ ucss 4 — % Riverside. e

uIc Los Angeles™ "% T - 31

Chameleon — ' & ok Palm Desert

AARNet . N\ O

KISTUKREONet Los —

Univ. of Tokyo N°“°s@ San Dnego i‘ Centro
Note this dagram repessants & subsel of stes and conmecions v1.16 - 20151019

Source: John Hess, CENIC, Larry Smarr, Calit2

NSF CC*DNI Grant
$5M 10/2015-10/2020

Pl: Larry Smarr, UC San Diego Calit2

Co-Pls:

e Camille Crittenden, UC Berkeley CITRIS,

* Tom DeFanti, UC San Diego Calit2/Ql,

* Philip Papadopoulos, UCSD SDSC,

* Frank Wuerthwein, UCSD Physics and SDSC

Letters of Commitment from:
« 50 Researchers from 15 Campuses
« 32 IT/Network Organization Leaders

NSF Program Officer: Amy Walton

CITRIS

‘BANATAO
{INSTITUTE

SDSC



Let's look at the second word now:
Platform
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The DMZ is new. Everything else Is old.

The network has been around for two decades. XSEDE and 0SG
predate the idea of a research platform.

S0 what is a research platform*? There are examples on the next
slide. These are platforms built around research...

*lower case
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History of Cl Sharing and Facilitation in the Region
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http://www.oneocii.okepscor.org/
http://www.oscer.ou.edu/acirefvirtres2017.php
http://www.showmeci.org/
https://www.greatplains.net/community-initiatives/cyberinfrastructure-program/
https://www.greatplains.net/archives/presentations/

What is this new Research Platform?

The “R P” in Research Platform

IS
Really People
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Social Network Analysis of Awards

e Eachdotisaperson! Theinternet and
compute resources augment, not replace,
them.

e Reviewing data from NSF and NIH currently

e Text analysis toincrease focus on projects
with potential greater amounts of data
movement

e Color of dots represent the state the Pl or
co-Pl resides

e Linesrepresent common NSF awards between
Pls, thickness represents number of awards
between Pls

e Asfamiliarity with the graphs grow, can
visually identify interesting inter-institutional
and/or interstate collaborations facilitating
engagement opportunities




How to leverage/grow a Really People Research
Platform

- Regular meetings are essential.

- System administrators, network engineers, HPC
directors, research facilitators should attend.

- You can base these meetings around a project, a
popular person, or anything else that draws an
audience.



How to leverage Really People, continued
» Not every toll)ic IS relevant to everyone every week.

This is great! The best discussions happen when a sys
admin asks a network engineer a question (or vice

versa). .
- People will surprise you, really!

How do you collaborate?



