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Where to Store Data? 
Optimization Trade-Off 



•  Enterprise SSD 
>  7,000 Write IOPS 
>  35,000 Read IOPS 
>  32GB 
>  ~3W 

•  $ per IOPS: 0.04 

•  Enterprise HDD 
>  180 Write IOPS 
>  320 Read IOPS 
>  300 GB 
>  ~18W 

•  $ per IOPS: 2.43 

Cost Effective Performance 
SSDs are 70X more cost effective  



ZFS Hybrid Pool Example 
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•  If NVRAM were used, Hybrid wins on cost, too 
•  For large configs (e.g. 48T–750T+) cost is entirely amortized 

Configuration A 
Configuration B 
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